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Abstract
In cases of double prevention–when one event prevents
another from preventing an outcome initiated by a pro-
ductive factor–people tend to judge the productive factor
as causal but the double preventer as non-causal. Recent
work demonstrated that this tendency can be explained
by appealing to people’s agreement with and tendency
to consider counterfactuals: asking people to imagine
the absence of the double preventer decreased their ten-
dency to view the productive factor as more causal than
the double-preventer. These effects were well-explained
by the Necessity-Sufficiency (NS) model, which instanti-
ates a particular counterfactual account. Here we asked
whether another model, the Counterfactual Effect Size
(CES) model, could predict the same effects. We found
that the CES model indeed predicted these effects, sug-
gesting that the ability of counterfactual theories to pre-
dict causal judgments in cases of double prevention is
not unique to the NS model.
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Introduction
Mike accidentally knocked against a bottle. Seeing that the
bottle was about to fall, Jack was just about to catch it when
Peter accidentally knocked against him, making Jack unable
to catch it. Jack did not grab the bottle, and it fell to the ground
and spilled (Henne & O’Neill, 2022). In cases of double pre-
vention such as this, people tend to judge that the produc-
tive factor (Mike) caused the bottle to spill but that the double
preventer (Peter) did not (Moore, 2009; Paul & Hall, 2013).
This result is usually taken as evidence against counterfactual
models of causal judgment, which propose that people make
causal judgments by imagining what would have happened
if the cause were absent (Chang, 2009; Lombrozo, 2010).
Such theories would predict that both the productive factor
and the double preventer are causal, since the outcome would
not have occurred had either event been absent (Lewis, 1974;
Paul, 2009). However, recent work has shown that a coun-
terfactual model known as the necessity-sufficiency model
(Icard, Kominsky, & Knobe, 2017) can account for this pat-
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Figure 1: (a) Causal graph of the double prevention causal
structure. The effect E occurs if the productive cause PF oc-
curs and the prevention P does not occur. The prevention oc-
curs if the possible preventer PP occurs and the double pre-
venter DP does not occur. (b) Stimulus used in Henne and
O’Neill (2022). A: possible preventer, B: double preventer, C:
productive factor, E: effect.

tern of judgments by allowing for people to imagine and en-
dorse certain counterfactuals more often than others (Henne
& O’Neill, 2022). Here we demonstrate that this explanatory
power is not unique to the NS model by showing that the coun-
terfactual effect size (CES) model (Quillien, 2020) can explain
the same phenomenon.

The Counterfactual Effect Size Model
The CES model assumes that when making causal judg-
ments, people imagine alternative worlds by sampling from a
prior probability distribution over the occurrence of events. For
each imagined world, people mutate the value of the candi-
date cause and check whether the effect has changed accord-
ingly. Averaged across all imagined worlds and placed onto
a standardized scale, this process approximates the correla-
tion coefficient between the candidate cause and effect under
the assumption of no confounders (Quillien, 2020). Since this
assumption holds for double prevention (Figure 1a), the CES
model predicts that the causal strength κC→E of each variable
is simply the correlation coefficient between it and the effect.
For the case of Bernoulli variables, it is

κC→E =
σC

σE
bC,E =

√
P(C)(1−P(C))

P(E)(1−P(E))

[
P(E|C)−P(E|¬C)

]
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where bC,E is the regression coefficient. So, to predict
causal judgments of PF and DP, we need only determine
the conditional probabilities P(E|PF), P(E|¬PF), P(E|DP),
and P(E|¬DP). Substitution in the causal graph yields
E = PF (1−PP (1−DP)) = PF (1−PP)+(PF)(PP)(DP).
From here it is easy to see that P(E|PF) = 1 − P(PP) +
P(PP) P(DP), P(E|¬PF) = 0, P(E|DP) = P(PF), and
P(E|¬DP) = P(PF) (1 − P(PP)), giving us bPF,E = 1 −
P(PP)+P(PP) P(DP) and bDP,E = P(PF) P(PP). Intuitively,
the productive factor makes a difference to the outcome when
PP is absent or when PP is present but DP is also present;
the double-preventer makes a difference to the outcome when
both PF and DP are present.

Methods
To determine whether the CES model can account for causal
judgments in cases of double prevention, we fit the model to
data from Henne and O’Neill (2022) Experiment 4 using the
probabilistic programming language Stan (Carpenter et al.,
2017). In this experiment, 408 participants judged their agree-
ment with causal statements of the productive cause and the
double preventer in response to a video stimulus (Figure 1b).
Before making this judgment, participants were either asked
to describe what happened in the video (Control) or imag-
ine what would have happened if the double preventer were
absent (Manipulation). Henne and O’Neill (2022) found that
this manipulation reduced the difference in judgments of the
productive cause and the double preventer by making partic-
ipants more likely to consider counterfactuals to the double
preventer. To fit the model, we assumed uniform priors over
the model parameters and sampled four chains for 10,000 it-
erations each. To ensure identifiability, we assumed that the
probability that people imagine the counterfactuals to the pro-
ductive factor and the possible preventer were constant be-
tween the control and manipulation conditions.

Results
The CES model significantly predicted causal judgments (R2 =
.39, 95% CI = [.36, .42]). Model estimates of causal judgments
and the probability of imagining counterfactuals for each of the
three events are depicted in Figure 2. In the control condition,
it predicted that causal judgments of the productive factor (Md
= .89, 95% CI = [.86, .91]) were higher than those of the dou-
ble preventer (Md = .44, 95% CI = [.40, .47], β = .45, 95% CI
= [.39, .51], BF > 1016). It also predicted in the manipulation
condition that judgments of the productive factor (Md = .78,
95% CI = [.74, .81]) were higher than those of the double pre-
venter (Md = .59, 95% CI = [.55, .63], β = .19, 95% CI = [.12,
.25], BF = 16517), though this difference was smaller than
in the control condition (β = -.26, 95% CI = [-.35, -.18], BF
= 454316). These patterns were qualitatively similar to those
observed in people’s judgments (Henne & O’Neill, 2022). The
CES model predicted that people were unlikely to imagine the
counterfactual for any of the three events, though it did predict
a small increase in this probability for the double preventer due
to the manipulation (β = .03, 95% CI = [.004, .06], BF = 27).

Figure 2: Probability of imagining the counterfactual and
causal judgments estimated by the CES model. Thick and
thin error bars represent 66% and 95% credible intervals.

Discussion
Henne and O’Neill (2022) recently found that a counterfactual
model of causal judgment, the Necessity-Sufficiency model
(Icard et al., 2017), can explain people’s causal intuitions in
cases of double-prevention. In this paper we showed that yet
another counterfactual model, the counterfactual effect size
model (Quillien, 2020), can predict causal judgments in such
cases. These results bolster the argument that cases of dou-
ble prevention do not provide a counterexample for counter-
factual models of causal judgment (Henne & O’Neill, 2022).
Specifically, the ability of a counterfactual framework to ex-
plain judgments in double-prevention cases does not seem to
depend on the assumptions of a specific formal model. In-
stead, there may be something more general about the coun-
terfactual framework that allows it to account for people’s judg-
ments. These considerations reduce the motivation for more
complex pluralist accounts of causal judgment (Lombrozo,
2010).

Interestingly, the CES model makes slightly different in-
ferences than the necessity-sufficiency model about which
counterfactual possibilities people focus on. While the NS
model predicted that people would often simulate counterfac-
tual possibilities where the productive factor is absent (Henne
& O’Neill, 2022), the CES model predicted that people would
most often simulate counterfactual possibilities where all three
events happen just as they did in the actual world. Though this
tendency is consistent with work suggesting that the genera-
tion of counterfactual possibilities is biased toward what ac-
tually happened (Lucas & Kemp, 2015), we leave it to future
work to explore the implications of this finding.
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