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Abstract

Predicting what other individuals will do is an important adaptive challenge for
many organisms. Social prediction can be achieved by constructing a detailed model
of the mental states of other agents, but this is computationally expensive. We argue
that mindreaders can often bypass the need for constructing such a detailed model:
they can keep track of the facts in their own world model that another agent also
knows, instead of explicitly representing the content of the agent’s world model. Us-
ing a simple computational approach, we find that this ‘factive’ mindreading strategy
emerges as the optimal social prediction strategy for organisms with limited cognitive
resources across a range of social ecologies. Factive mindreaders in our model be-
have like young human children and non-human primates: they successfully predict
the behavior of knowledgable and ignorant agents, but fail to predict the behavior of
agents with false and even accidentally true beliefs. Our results elucidate the compu-
tational principles underlying efficient social prediction, and provide a first-principles
account for a range of empirical findings about human and non-human mindreading.

Keywords: theory of mind, knowledge, false belief, information theory, resource
rationality, social cognition

1 Introduction
Predicting the behavior of other individuals is a key adaptive challenge for most or-
ganisms. The challenge of social prediction has been a key driver of the evolution of
Theory of Mind, or ‘mindreading’: the ability to represent the latent mental states of
others. This capacity has been extensively studied across multiple domains, including
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its evolutionary origins, development in children, neural mechanisms, and conceptual
structure [1–7].

Researchers have started to develop formal theories of mindreading at the compu-
tational level [e.g. 6, 8, 9]. These theories typically use normative models: they as-
sume that mindreaders are making sophisticated, Bayesian computations over a causal
model of the mental states of other agents. This approach has been successful for ex-
plaining the successes of mindreading in human adults and children across many tasks
[6, 9, 10]. However, a normative approach is less well suited to explaining the patterns
of systematic mistakes that participants—especially younger children and non-human
animals—make in mindreading tasks [1, 11]. In this paper, we develop a computational
approach that can shed light on both the successes and limitations of mindreading. Like
existing models, we take a normative approach, asking how a well-designed cognitive
system for mindreading would work. However, we also consider how this cognitive
system would deal with limitations in computational resources. From this perspective,
systematic mistakes can be understood as resulting from cognitive ‘shortcuts’ that save
computation [12].

To understand existing approaches to mindreading, it is useful to understand the no-
tion of an internal mental model. Cognitive scientists have long argued that agents can
better interact with their environment if they construct an approximate model of that
environment [13–15]. Applied to mindreading, this thesis has two related implications.
First, agents often behave as if they had a model of their environment. Second, and as
a consequence, a good way to predict the behavior of another agent is to construct a
model of that agent’s own internal world model. Accordingly, theories of mindreading
emphasize the importance of meta-representation, the ability to represent others’ rep-
resentation of the world [6, 16, 17]. Observers that construct meta-representations are
modeling the way another agent models its environment. For example, if Alice and Bob
are in a room, Bob’s world model might contain the information that ‘there is an apple
on the table’, and Alice can meta-represent that ‘Bob thinks: “there is an apple on the
table”’, see Figure 1A.

This normative ideal creates a puzzling challenge: meta-representation can be ex-
tremely costly in computational terms, especially in complex or densely populated en-
vironments. Consider just the memory demands: storing another individual’s complete
model of the world could in principle require as much memory as your own model of
the world. Maintaining even partial models of the minds of everyone one knows would
consume a substantial portion of the cognitive resources required for other critical tasks.

How do organisms achieve efficient social prediction despite these apparently pro-
hibitive computational costs? Our key insight is that social prediction can often bypass
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the need for meta-representation. When individuals share the same physical environ-
ment, this creates substantial overlap in their mental models. Efficient mindreaders can
leverage this redundancy to represent others’ mental states more economically.

Consider again Alice and Bob, in the same room: they share much of their knowl-
edge about their environment, such as seeing an apple on the table. Alice could in prin-
ciple represent the fact that ‘there is an apple on the table’ twice: once in her own model
of the world, and once in her model of Bob’s world model (her meta-representation),
see Figure 1 Left. But Alice can instead use a simpler strategy: she can store ‘there is an
apple on the table’ in her own world model, and add a simple tag noting that Bob also
has access to this fact (Figure 1 Right; [18]). This simpler strategy is called ‘factive’
because it represents relations between the other agent and true facts about the world
[19, 20]. Factive mindreading is less flexible than meta-representation, because it does
not allow Alice to model Bob as having a different belief than hers. But by avoiding
duplicate representations of the shared environment, it comes at a significantly lower
computational cost.

Here we show that factive mindreading can be an optimal strategy for social pre-
diction in organisms with limited computational resources. Our work provides an evo-
lutionary explanation for an emerging body of empirical work that suggests that both
human and non-human animals often engage in factive mindreading [1, 18, 19, 21, 22].
For example, both human and non-human primates struggle to predict the behavior of
individuals with false and accidentally true beliefs, but are able to predict the behavior
of other individuals on the basis of what they know [23].

Formally, we conduct a resource-rational analysis of mindreading in a simple model
of social prediction. In a resource-rational analysis, researchers seek to derive the opti-
mal policy for solving an information-processing problem, under the constraint that this
policy has to be executed by an agent with limited computational resources [12, 24, 25].
Here we consider a large space of possible policies for social prediction, and find the
policies that optimize predictive performance under computational resource constraints.
This process allows us to study social prediction policies that have been ‘designed’ by
a normative optimization process, rather than hand-coded by a researcher. We find that
resource-rational policies instantiate factive mindreading across a wide range of social
ecologies.

We operationalize computational limitations in information-theoretic terms, as a
bound on how much information the observer is able to extract from the environment.
The advantage of this approach is that it allows us to remain agnostic with respect to
particular implementation or substrate details—since information-theoretic constraints
can be interpreted in multiple ways, such as limitations on inference or memory [26].
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Figure 1: Difference between nonfactive and factive mindreading (adapted from [18]).
A: The mindreader (blue) represents a fact (the apple is on the table) in its primary rep-
resentation of the world, and also represents the other agent (pink) as representing that
there is an apple on the table (a meta-representation). B: A factive mindreader simply
tracks whether the other individual has epistemic access to a fact in the mindreader’s
world model.

Information-theoretic principles have been widely used in models of resource-rational
cognition [27–42]. They offer a principled way to model cognitive resource limitations
in the abstract, without making strong assumptions about cognitive architecture [26].

Our computational approach allows us to model social cognition without relying
on folk-psychological concepts. We will still use some folk-psychological language
for ease of exposition. Specifically, for convenience we say that factive mindreaders
represent what other agents know instead of what they believe [23]. For our purposes,
‘knowledge’ denotes two important properties: agents can only know things that are
true, and accidentally true beliefs do not count as knowledge [20, 43]. In contrast, the
content of an agent’s belief is a proposition like ‘the apple is on the table’. Representing
belief is more computationally costly than representing knowledge, but it comes with
the flexibility of allowing the mindreader to faithfully represent agents whose world
model differs from their own (e.g. in the case of false beliefs).
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2 Modeling framework
We consider an observer who has to predict the behavior Y of an agent—for example
the observer must predict where the agent will look for an apple. The observer has
access to a stream of data X⃗ from the world, some of which is relevant to predicting
the agent’s behavior (information about the agent’s location, gaze direction, etc). An
observer with limited cognitive resources cannot process in detail all the information
contained in the incoming sensory data, so they need to construct a compressed repre-
sentation Z, that they will then use to predict Y . Ideally, Z extracts the information in
X⃗ that is most relevant to the task of predicting the other individual’s behavior (Figure
2 lower-right).

This problem can be formalized using the information bottleneck [44], a framework
closely related to rate-distortion theory [45]. In an information bottleneck problem, we
seek to construct an optimal encoder from X⃗ to Z. Formally, an encoder is a conditional
probability distribution q(z|x⃗) that specifies the probability that the observer will form
the representation Z = z given that the state of the world is X⃗ = x⃗, for all possible
values of x⃗ and z.

The computational capacity of the observer is defined as an upper bound on the
mutual information between X⃗ and Z:

I(X⃗;Z) =
∑
x⃗,z

Pr(x⃗, z) log
Pr(x⃗, z)

Pr(x⃗)Pr(z)
(1)

where Pr(x⃗, z) = q(z|x⃗)Pr(x⃗). Intuitively, this value quantifies the amount of infor-
mation that compressed representation Z can ‘preserve’ about the input data X⃗. Given
this upper bound on mutual information, the goal is to find an encoder that, on average,
yields the representation Z that is most useful for predicting the agent behavior Y .

Crucially, we assume that the observer also has a representation S of the state of
the physical world, because this representation is generally useful even outside of the
context of social prediction. For example, the observer tracks the true location of the
apple because they may want to eat it themselves. We assume that the information-
theoretic costs of building representation S have already been paid by the observer, so
that it can effectively be re-used for free in the social prediction task. We can then
re-frame the task as that of predicting Y from Z and S jointly (see Figure 2 lower-
right), with the usefulness of Z quantified as the additional predictive power that it
gives the observer about Y , given that the observer already represents S. This quantity
is operationalized as a conditional mutual information:

I(Y ;Z|S) = I(Y ;Z, S)− I(Y ;S) (2)

Page 5



Factive mindreading

A=1A=0

Step 1: item is placed into box b, uniformly at random. This is visible to 
the agent if A=1, and hidden if A=0; it is always visible to the observer. 

D=0

Step 2: if D=1, the item is swapped into a new random box s (which can 
equal b). This is not visible to the agent, but is visible to the observer.  

D=1

Step 3: the agent chooses a box Y, and is rewarded if this box contains the 
item (Y=s). The observer tries to predict which box the agent will go to.  

?

Ignorance (A=0, D=0)

False belief (A=1, D=1) Gettier (A=1, D=1)

Knowledge (A=1, D=0)

encoding:

prediction:

agent
observer

item

Figure 2: Social prediction task and theoretical framework. In Step 3, green shading
indicates the box(es) that the agent is most likely to go to in each case; thought bubbles
represent where the agent thinks the item is. Lower right: information bottleneck model.
X⃗ represents information in the world relevant to mindreading, such as what the agent
(pink) can and cannot see. The observer (blue) constructs a compressed representation
Z on the basis of X⃗, and also has access to additional representation S which reflects
the world state (i.e. the true item location). The observer then uses Z and S to make a
prediction Ŷ about the agent’s box choice Y . Page 6
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In sum, we are looking for the optimal encoder:

qC(z|x⃗)⋆ = arg max
q

I(Y ;Z|S) (3)

subject to I(X⃗;Z) ≤ C

where C is the upper bound on the amount of information the observer can extract from
X⃗. Given the conditionalization on S, our problem is an instance of the conditional in-
formation bottleneck, and we solve it using the algorithm derived in [46], see Methods.

Importantly, we are not arguing that resource-rational mindreaders are solving Equa-
tion 3 themselves. Instead, resource-rational analysis takes the perspective that the con-
strained optimization problem has been approximately solved over time by evolution-
ary, developmental or learning processes, and that the observer is simply executing the
resulting policy [12]. For simplicity we focus on the cognitive costs involved in con-
structing representation Z, but not in the costs involved in deriving a prediction from Z

(following e.g. [33, 47]). Therefore we assume that the agent predicts behavior Y with
the Bayes-optimal decoder q(ŷ|z).

2.1 Task
We study the resource-rational mindreading problem in a simple task in which the ob-
server must predict the behavior of an agent.

2.1.1 Agent’s task.

The agent faces N opaque boxes. One of these boxes B is selected uniformly at random,
and a valuable item (such as the apple in our earlier example) is placed into box B. The
agent will have to choose a box and gets reward r if it picks the box containing the item,
and 0 otherwise, see Figure 2.

With some probability Pr(A), the agent has perceptual access and can see in which
box the item is initially being placed (i.e. it can see which box is selected as B). Oth-
erwise (with probability 1 − Pr(A)), the agent is ignorant and receives no information
about the item’s location.

With probability Pr(D), we then switch the item to a box S, selected uniformly at
random (this can be the original box B), always outside of the agent’s awareness. This
‘Deceiver’ event (D = 1) implies that any belief that the agent has formed might now be
false. We use S to denote the final location of the item; if the item did not get switched
we simply have S = B.
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Following recent computational approaches to mindreading [6, 8, 9, 48], we assume
that the agent is approximately rational and seeks to maximize expected reward given
the information it has access to (see Supplementary Information). This means that the
agent chooses a box uniformly at random if it did not see where the item was placed
(A = 0). Otherwise (A = 1), it goes to the box where it last saw the item (box b),
although it may sometimes choose a different box by mistake.

2.1.2 Observer’s task.

The observer already has a representation of current location S of the item, and can
extract the value of A, D and B as input data from the environment; i.e. we have
X⃗ = {A,D,B}. The observer’s goal is to accurately predict where the agent will go,
that is, to accurately estimate the probability of each choice.

This simple setting allows us to explore different situations traditionally studied in
Theory of Mind research, including tasks where the observer must predict the behavior
of an agent with knowledge (A = 1, D = 0), false belief (A = 1, D = 1, s ̸= b),
accidentally true belief (A = 1, D = 1, s = b), and ignorance (A = 0). Intuitively,
variable B represents the ‘content’ of the agent’s belief (assuming that A = 1), while A

and D determine whether the agent knows the item location (specifically, the agent has
knowledge if A = 1 and D = 0).

Below we derive the resource-rational observer policies for this task, using the
framework outlined in the previous section, and investigate their properties. We call
the combination of parameters Pr(A), Pr(D) and N the social ecology; in addition to
these, we also vary the computational capacity C of the observer. In a given simulation,
the values of parameters Pr(A), Pr(D), N and C are fixed, and the resource-rational
policy is optimized for its expected performance across all possible settings of A, D, B
and S (the probability of each setting is determined by the social ecology). Note that
different social ecologies can in principle favor different resource-rational policies; in
this sense resource-rational policies are ecologically rational [49, 50].

We predict that an observer that can only dedicate limited resources to constructing
Z should focus these limited resources on encoding information that is least likely to be
redundant with S. From this perspective, encoding the content B of the agent’s belief
(‘the apple is in box 3’) can be wasteful, because this information is typically already in
the observer’s own representation S. Instead, the observer can encode the value of A and
D: whether the agent ‘knows’ the location of the apple. We therefore define as factive
a policy that i) extracts little or no information about B, ii) extracts relatively more
information about A and D. We measure the information extracted about a variable as
the mutual information between the variable and compressed representation Z. Code
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for implementing our model is available on the Open Science Framework.

3 Results
We find that factive mindreading emerges as the optimal cognitive strategy across a
large portion of the parameter space, see Figure 3B. In many social ecologies, resource-
rational observers with low computational capacity extract substantially more informa-
tion about the knowledge-relevant variables A and D than the belief-relevant variable
B. Figure 3A illustrates this pattern for one example social ecology: observers with
low computational capacity extract information about A and D but not about B, which
is only represented by observers above a certain capacity threshold.

We can explore the representations formed by factive observers by visualizing the
mapping from X⃗ to Z to Ŷ in observers that extract no information about B. A detailed
example is given in the Supplementary Information (Figure S3). Here we give a high-
level overview of this content, showing an idealized depiction of the mapping performed
by factive vs meta-representational observers (Figure 4). We find that factive observers
have a representation Z that can be in only two possible states: the observer either
represents the agent as being Ignorant (whenever A = 0 or D = 1) or Knowledgeable
(whenever A = 1 and D = 0). Correspondingly, the observer predicts that an Ignorant
agent might go toward any box, and predicts that a Knowledgeable agent will go to box
S (the box that actually contains the item). We can see that I(B;Z) = 0 because the
representation Z formed by the observer does not depend on B: for example an agent
with A = 1, D = 0 is assigned to the same representation (Knowledge) regardless of the
value of B.

In contrast, in social ecologies with high values of Pr(D) and Pr(A), or for ob-
servers with high computational capacity, the resource-rational policy is closer to a
meta-representational policy. The lower panel on Figure 4 is an idealized depiction
of a meta-representational policy. The observer represents the content of the agent’s
beliefs, like the belief that the item is in box 1. The representation Z extracts all the
available information about B (I(B;Z) is high), and the observer does not use its own
representation of the state of the world S.

Figure 3B shows the prevalence of factive mindreading across social ecologies. Fac-
tive mindreading is especially prevalent for low values of Pr(D) and low-to-intermediate
values of Pr(A). The likelihood of a false belief is equal to Pr(A)Pr(D), and factive
policies make sub-optimal predictions when the agent has a false belief, since in this
case the item location S is not sufficient to predict what the agent will do. Factive min-
dreading is also more prevalent with increasing N (see SI), because the information-
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Figure 3: A: Amount of information that resource-rational observers extract from
knowledge-relevant variables A and D (blue), and belief-relevant variable B (orange),
as a function of the observer’s computational capacity C, shown here for N = 3,
Pr(A) = .2, Pr(D) = .05. Each point on the x-axis corresponds to a different resource-
rational observer. Information extracted is normalized such that 1 represents the amount
of information extracted by the observer with the largest computational capacity. B:
Prevalence of factive policies across parameter space, shown for N = 3. Factivity is
computed as the maximum value of I(A,D;Z)− I(B;Z) across values of I(X;Z), nor-
malized as in A. Intuitively, the brightness of a tile indicates how much higher than the
orange line the blue line can get in a plot such as in panel A. In control simulations, the
observer does not have a pre-existing representation of S.

theoretic cost of extracting B increases with the number of possible beliefs the agent
could have.
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Figure 4: Schematic description of the X⃗ → Z → Ŷ mapping in a factive observer (A)
and a meta-representational observer (B), shown for N = 3. The meta-representational
observer in the state A = 0 maintains a uniform probability distribution over the three
possible belief states. Note that actual policies are typically more stochastic than these
simplified mappings, see Figure S3.

3.1 Experiments
Here we take a closer look at the performance of resource-rational observers by per-
forming ‘in-silico’ experiments in our mindreading tasks. We also compare these re-
sults to existing empirical findings in similar tasks in human and non-human primates.
We present results for three observers, a representative each of an ‘automatic’ policy
(C = 0), a low-resource- (C = .5), and a high-resource observer (C = 1). The low-
resource observer is of special interest because it is a factive mindreader, as can be seen
in Figure 3A. We use a social ecology with N = 3 boxes, Pr(A) = .2 and Pr(D) = .05,
and report experiments for other social ecologies in the Supplementary Information.

3.2 Predicting behavior
In our main series of tasks, the observer has to predict which box the agent will reach
toward. In Experiment 1, the observer must predict the behavior of an agent who
knows the location of the item (A = 1, D = 0, upper-left on Figure 5). We find that
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all observers correctly predict that the agent will reach for the box containing the item,
although this inference is stronger in observers with more cognitive resources. This
result mirrors experiments in adults, children, and non-human primates; individuals
from these populations can attribute knowledge, but human adults do so more reliably
[23, 48, 51–54].

In Experiment 2, the observer predicts the behavior of an agent who has a false
belief (A = 1, D = 1, and b ̸= s, upper-right on Figure 5). Only the high-resource
observer correctly predicts that the agent will reach for the item where it last saw it.
The low-resource agent is mostly agnostic, maintaining an almost uniform distribution
over boxes, with only a slight bias toward the actual location of the item. This pattern
again reflects experimental results: human adults can pass false belief tasks while non-
human primates usually fail them ([23, 53, 55, 56], but see [57]). Moreover, non-human
primates fail false-belief tasks in the same way as the low-resource observer: they find
each outcome equally surprising, including seeing the agent go toward a box where the
item was never located [58]. Young human children also struggle with false belief tasks,
although they fail in a slightly different way than the low-resource observer, because
they predict that the agent will look for the item at its actual location [59].

In Experiment 3, the agent is ignorant (A = 0, lower-right in Figure 5). The high-
resource and low-resource observers correctly predict that the agent might go toward
any box. Similarly, experimental data show that human adults, young human children
and non-human primates predict that an agent that ignores the location of a desirable
item might not reach toward it [52, 60, 61].

Experiment 4 has the structure of a ‘Gettier case’ in epistemology [43]. Outside
of the agent’s awareness, the item is removed from its original box but then put back
in exactly the same box; as a result the agent has an accidentally true belief (A = 1,
D = 1, s = b, upper-right on Figure 5). While the high-resource observer succeeds at the
task, the low-resource observer expects that the agent might look at any location. The
pattern of results for the low-resource observer is similar to that of non-human primates
[52, 54], who also fail to represent an agent’s belief if that belief is true only by luck.
Similar patterns have been observed in human children ([52, 62, 63], but see [64]).

3.3 Learning about the world
In our second series of tasks, we look at whether observers can solve the ‘inverse’
problem of predicting the location of an item from the agent’s behavior. This series of
tasks is motivated by a recent proposal that the proper evolutionary function of factive
mindreading is social learning, and not social prediction [23]. We suggest that although

Page 12



Factive mindreading

capacity: 0 capacity: 0.5 capacity: 1

actual other other actual other other actual other other

0.00

0.25

0.50

0.75

1.00

Exp 1: Knowledge (A=1, D=0)

capacity: 0 capacity: 0.5 capacity: 1

actual initial other actual initial other actual initial other

0.00

0.25

0.50

0.75

1.00

Exp 2: False belief (A=1, D=1)

capacity: 0 capacity: 0.5 capacity: 1

actual other other actual other other actual other other

0.00

0.25

0.50

0.75

1.00

Exp 3: Ignorance (A=0, D=0)

capacity: 0 capacity: 0.5 capacity: 1

actual other other actual other other actual other other

0.00

0.25

0.50

0.75

1.00

Exp 4: Gettier (A=1, D=1)

Box

P
r(

ag
en

t r
ea

ch
es

 in
to

 b
ox

)

Figure 5: Predictions made in our experiments by resource-rational observers with dif-
ferent computational capacity. ‘Actual’: actual location s of the item; ‘Initial’: initial
location b of the item. Stars represent the ideal non resource-limited policy. Parameters
used were N = 3, Pr(A) = .2, Pr(D) = .05.

factive mindreading is indeed helpful for social learning, this does not necessarily mean
that it evolved primarily for that purpose. Specifically, we demonstrate that good social
learning performance can also emerge simply as a byproduct of optimizing for social
prediction. We show that the representations optimized for our first task (predicting
behavior from the state of the world), can also be co-opted for predicting the state of the
world from observation of another individual’s behavior. Formally, in this new task the
observer must predict the true location of the item (S) in a situation where they know
the agent’s choice (Y ), whether the agent had perceptual access (A), whether the agent
was deceived (D), but don’t know either the initial (B) or current location of the item
(S).

Using Bayes’ rule, a rational observer without cognitive limitations can predict S as
(see SI):

Pr(S|Y,A,D) = Pr(Y |S,A,D) (4)
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Since resource-limited observers do not have access to the true generative model, they
have to substitute q(Ŷ |S,A,D):

Pr(S|Y,A,D) = q(Ŷ |S,A,D) (5)

where q(Ŷ |S,A,D) =
∑

z q(Ŷ |S,Z)q(Z|A,D). We assume that the encoder q(Z|A,D)

and decoder q(Ŷ |S,Z) are optimized for our main task of predicting the agent’s be-
havior, i.e. we take them off-the-shelf from the policies derived in our first series of
experiments. As above, we look at an automatic policy, a low- and a high-resource ob-
server (C ∈ {0, .5, 1}), and use the same parameters (N = 3, Pr(A) = .2, Pr(D) = .05).
See Supplementary Information for other points in parameter space.

In Experiment 5, the agent knows the location of the item (A = 1, D = 0), upper-
left Figure S5). We find that all three observers correctly infer that the item is located in
the box that the agent is reaching toward, although this inference is stronger in observers
with more cognitive resources. Similarly, non-human primates infer that a rewarding
item is in a box if another agent approaches that box [56].

In Experiments 6 and 7, the low- and high-resource observers correctly judge that
the agent’s behavior is not diagnostic about the item’s location if the agent has infor-
mation that is not up-to-date (A = 1, D = 1, upper right on Figure S5), or if the agent
is ignorant (A = 0, lower-left). In contrast, in all conditions the automatic observer
predicts that the item is in the box that the agent is reaching toward.

In sum, the low-resource observer (a factive observer) performs close to the ideal
policy in all three experiments of our social learning task, despite the fact that its rep-
resentations were optimized solely for the separate task of predicting behavior. These
experiments also illustrate that factive observers in our model can behave adaptively
in situations of egocentric ignorance, where another agent knows something that they
don’t [18].

Note that our analysis does not preclude the possibility that social learning has also
been an evolutionary pressure for the evolution of factive mindreading. We explore this
proposal in more detail in the Supplementary Information.

3.4 High-resource observers flexibly switch between knowledge and
belief representation.

High-resource observers in our simulations successfully pass false belief and Gettier
tasks. This finding might indicate that high-resource observers implement a fully meta-
representational strategy: they encode the content B of the other agent’s belief whenever
that agent has perceptual access (A = 1), see Figure 4 lower panel. Alternatively,
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high-resource observers might use a flexible strategy: they only encode the content
of the agent’s belief when the agent was deceived, i.e. when A = 1, D = 1, and track
the agent’s knowledge otherwise. This strategy allows an observer to perfectly predict
behavior, while potentially saving cognitive resources.

To assess which strategy more closely describes high-resource observers in our sim-
ulations, we computed the amount of information that an observer extracts about vari-
ables A, D and B, relative to the maximum possible information that can be extracted
about that variable (its Shannon entropy). For high values of Pr(D), high-resource ob-
servers approximate a fully-metarepresentational strategy, extracting a high portion of
the available information about B. In contrast, for low values of Pr(D), high-resource
observers approximate a fully-flexible strategy: they represent knowledge by default,
and only encode the content of an agent’s belief when this agent has a false or acciden-
tally true belief (Figure S4).

3.5 Control simulations
We claim that factive mindreading can be adaptive because observers are already repre-
senting the state of the world S, and so can use this information at no extra cost for pre-
dicting others’ behavior. In the Supplementary Information we report a complementary
set of simulations where we abandon this assumption, and find that factive mindread-
ing does not emerge when observers must pay the additional cost of representing S for
mindreading-specific purposes—showing that this assumption is indeed essential to our
results.

4 Discussion
Social prediction can be computationally expensive. How do organisms with lim-
ited cognitive resources efficiently navigate their social environments? Our resource-
rational analysis uncovers a key insight: mindreaders can exploit the substantial over-
lap between their own world model and those of other agents in the same environment
to preserve cognitive resources. They can track the facts to which other agents have
epistemic access (what they ‘know’), instead of explicitly representing the content of
other agents’ world models (what they ‘believe’). This factive mindreading strategy
was automatically discovered by our resource-rational analysis as the optimal strategy
for observers with low cognitive resources, across many different social ecologies.

Our analysis is consistent with a wide range of empirical findings about human and
non-human mindreading. As other researchers have argued, young children and non-
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human primates appear to often or even predominantly engage in factive mindreading
[1, 18, 19, 23]. While researchers still debate whether young human children and non-
human primates can represent false beliefs [2, 57, 59, 65–67], knowledge representation
is much easier than belief representation for these populations, as well as for human
adults with autism or under cognitive load [see 23, for extensive evidence]. Similarly,
factive observers in our simulations easily pass knowledge attribution tasks, but fail
belief attribution tasks.

Crucially, the difficulty of false-belief tasks appears to come from the difficulty of
representing belief per se, rather than the difficulty of representing false belief in partic-
ular. Chimpanzees and rhesus macaques fail to predict the behavior of agents with an
accidentally true belief, in experiments that implement the equivalent of ‘Gettier’ cases
[43]. In these experiments, an agent sees an item placed into a box, but an experimenter
later takes the item out of the box before putting it back into the same box (outside the
agent’s awareness, but witnessed by the participant). Participants fail to predict that the
agent will go towards the item’s location [52, 54]. In this paradigm, the agent has a
true belief, so a difficulty with representing false beliefs cannot explain non-human pri-
mates’ failure to predict the agent’s behavior [19, 23]. In contrast, the observed pattern
is a signature of factive mindreading. Factive mindreaders do not assign knowledge to
an agent by checking whether the agent’s belief matches reality: instead they attribute
knowledge on the basis of reliable cues such as perceptual access, and they reverse this
attribution when the situation changes outside of the agent’s awareness.

We reproduce these Gettier cases experiments in our simulations and find that fac-
tive observers behave just like non-human primates, in that they have no expectation
about where the agent will look for the item. Factive observers also exhibit other spe-
cific patterns found in non-human primate mindreading: for example they find each
outcome equally surprising in a false-belief task, including seeing the agent go toward
a box where the item was never located [58].

Our factive observers have a less direct fit to the behavior of young human children:
although young children do tend to have an easier time representing knowledge than
belief, they tend to fail false belief tasks differently than our model. Specifically, they
tend to predict that the agent will look for the item in its actual location [59]. And while
some children appear to fail to represent accidentally true belief [62], this failure might
be explained by pragmatic confounds rather than competence issues [64]. Overall, our
model rests at a high level of abstraction, and a full account of the successes and failures
of mindreading (across different ages and species) should also integrate other factors at
different levels of analysis [e.g. 11, 68].

Our resource-rational framework is consistent with the advantage that human adults
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have over children and non-human primates in their capacity for belief representation.
The former have higher information-processing capacity than the latter [69], and can
allocate more computational resources to mindreading, enabling the costlier approach
of belief representation.

At the same time, even human adults have computational limitations, and we ex-
pect that they take advantage of the efficiency of factive mindreading at least some
of the time. High-resource observers in our model often use a partially factive strat-
egy: they represent knowledge by default, and only encode the content of the agent’s
belief when a knowledge representation would not allow them to accurately predict be-
havior (cases of false or accidentally true belief). Human adults might use a similar
strategy. Supporting this hypothesis, people can engage in mental state inference in
contexts like conversation that require quick and spontaneous mindreading [18], even
though they find it difficult to compute beliefs in these same contexts [70]. Similarly,
if human adults used a purely meta-representational strategy, we would expect them
to judge whether an agent knows something by first computing the agent’s belief, and
then assessing whether this belief matches reality. Available evidence argues against
this proposal: knowledge attribution in human adults is a process distinct from belief
attribution [71]. When people are asked what an agent knows, they respond either as
fast or faster than when they are asked what the agent believes [71, 72]. Similarly, neu-
ral activity in knowledge attribution tasks does not exhibit the signatures of inhibitory
processing found in belief attribution tasks [71, 73].

We kept our model as simple as possible to make it easy to interpret. Future work
could scale up our approach to more complex tasks using a combination of information
theory and deep learning [36, 74]. Besides inferring epistemic states, other components
of mindreading like goal inference can be approached with a resource-rational lens [75–
77]. Future research should also explore tasks beyond social prediction, given the role
of mindreading in influencing the behavior of other agents [78, 79].

While we focus on factive mindreading because it has been the subject of previous
empirical research, the general principle we identify here is much broader. On our
account, mindreaders save computational resources by representing some parts of their
own world model as being shared by another agent. In the setting we use here these
parts of the world model are facts about the world, but in principle they can be other
things, such as concepts. For instance Alice might assume that Bob’s concept of APPLE
is the same as her own, instead of creating a meta-representation of Bob’s concept of
APPLE. We suspect that much of social cognition relies on such strategies, and that
meta-representation is the exception rather than the norm.
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5 Methods
The constrained optimization problem in the main text is equivalent [44] to the problem
of minimizing the following functional, where β is a Lagrange multiplier:

Fβ[q(z|x⃗)] = I(X⃗;Z)− βI(Z;Y |S) (6)

There is not a one-to-one mapping between values of C (upper bound on information
extracted from X⃗) and β, so we compute optimal policies for various values of β and
find the policy with a value of I(X⃗;Z) closest to C.

To compute the optimal encoder for a given value of β, we use a variant of the
Blahut-Arimoto algorithm [44, 80, 81] given by [46], in which we iterate the following
update equations until convergence:

Pr(z|x⃗) ∝ Pr(z) exp(−βΣsPr(x⃗|s)DKL[Pr(y|x⃗, s)||Pr(y|z, s)]) (7)
Pr(z) = Σx⃗Pr(z|x⃗)Pr(x⃗) (8)

Pr(y|z, s) = Σx⃗Pr(y|z, s, x⃗)Pr(x⃗|z, s) (9)

where DKL is the Kullback-Leibler divergence, with:

DKL[Pr(y|x⃗, s)||Pr(y|z, s)] = ΣyPr(y|x⃗, s) log Pr(y|x⃗, s)
Pr(y|z, s)

(10)

To mitigate the fact that the information bottleneck method does not guarantee conver-
gence to a global optimum, we use the method of reverse deterministic annealing [82],
see Supplementary Information.
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