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Many cognitive scientists and philosophers take cases of double prevention to be one of the pri-
mary motivations for accepting causal pluralism, the view that people have multiple concepts
of causation. Thanawala and Erb (2024) argue against Lombrozo’s (2010) account of causal
pluralism. They find that the temporal order of events affects people’s causal judgments in
double prevention cases, and they argue that this finding is not easily explained by prominent
versions of causal pluralism or by counterfactual theories. In contrast to this interpretation, we
argue that counterfactual thinking can explain their findings. On this explanation, the temporal
order of events affects the extent to which people simulate counterfactual alternatives to these
events. We show that under this assumption, a recent counterfactual model of causal judgment
can reproduce all qualitative effects of temporal order found in Thanawala and Erb’s (2024)
new work. Our findings complement past research that applied the counterfactual framework
to temporal-order effects and double prevention cases independently, suggesting that these ex-
planations are highly generalizable.
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Pam threw a ball at a window. Tom was just about to block
the ball from hitting the window when John accidentally fell
into Tom, preventing Tom from preventing the ball from hit-
ting the window. So, the ball hit the window, and it shattered.

This is a case of double prevention. A productive cause
like Pam throwing the ball at the window initiates a sequence
of events. A possible preventer like Tom nearly preventing
the ball from hitting the window possibly prevents the pro-
ductive cause from bringing about the outcome. And a dou-
ble preventer like John falling into Tom prevents the possible
preventer from preventing the outcome. Then, an outcome,
like the window shattering, happens. People tend to judge
that the productive cause, like Pam throwing the ball, caused
the window to shatter, and they tend to deny that the double
preventer, like John falling into Tom, caused the window to
shatter (Henne & O’Neill, 2022; Lombrozo, 2010).

Cases of double prevention are famously inconsistent with
one of the best models of causal judgment, counterfactual
models (Hall, 2002, 2004). On counterfactual models, when
people are making a judgment about the extent to which an
event caused an outcome, they think about how things could
have been different. So, when determining whether an event
is a cause, they imagine that the potential cause did not hap-
pen and ask if the outcome would have happened in that

imagined scenario. If the outcome would not have happened
in that scenario, then that potential cause made a difference—
it caused the outcome. For example, suppose that someone
wants to know whether Pam throwing the ball caused the
window to shatter. On a counterfactual view, this person
would imagine that Pam did not throw the ball at the win-
dow. In this imagined scenario, the window would not have
shattered. So, Pam throwing the ball at the window caused
the window to shatter.

To see why cases of double prevention are inconsistent
with counterfactual theories, consider again the case above.
On counterfactual accounts, the productive cause—like Pam
throwing the ball at the window—is a cause of the window
shattering, as we just explained. But, on these kinds of ac-
counts, the double preventer is also a cause of the outcome;
in these cases, if the double preventer did not happen, the
outcome would not happen, too. For instance, if John had
not fallen into Tom, Tom would have prevented the ball from
hitting the window, and the window would not have shat-
tered. So, a standard counterfactual account predicts that
both the productive cause and the double preventer caused
the outcome. But this is inconsistent with people’s causal
judgments: as we mentioned above, people tend to judge
that the productive cause and not the double preventer caused
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the outcome in double-prevention cases (Henne & O’Neill,
2022; Lombrozo, 2010). In other words, counterfactual ac-
counts seem insufficient to explain the pattern of people’s
causal judgments in cases of double prevention.

As such, many philosophers and cognitive scientists take
this pattern of judgments to support causal pluralism, the idea
that there is both a productive and a counterfactual concept
of causation (for discussion, see Hall, 2004; Henne, 2023;
Lombrozo, 2010). On this kind of pluralist view, a productive
concept of causation explains why people tend to judge the
productive cause as more causal than the double preventer;
the productive cause transmits energy to the outcome, while
the double preventer does not at all. Some argue then that
the extent to which people judge that the double preventer is
a cause of the outcome depends on the weight or salience of
the counterfactual alternative (Lombrozo, 2010).

In an important new paper, Thanawala and Erb (2024)
challenge Lombrozo’s (2010) pluralist account. Thanawala
and Erb (2024) find that the order of events in double-
prevention scenarios affects people’s causal judgments (see
also, Experiment 3 in Henne & O’Neill, 2022). To see this,
consider a variation of our case from before. Suppose Tom
was already blocking the ball from hitting the window, and
then Pam threw the ball at the window. John then acciden-
tally fell into Tom, preventing Tom from preventing the ball
from hitting the window. So, the ball hit the window, and it
shattered. In cases ordered like this one, Thanawala and Erb
(2024) found that people are more inclined to judge that the
double preventer caused the outcome.

Thanawala and Erb 2024 argue that this finding (and oth-
ers) challenge Lombrozo’s pluralist account because her ac-
count predicts that people should not tend to judge that un-
intentional double preventers caused the outcome. They also
argue that the temporal-order effects in these cases give us
reason to think that process information play an important
role in causal judgment (Thanawala & Erb, 2024).

We suggest that these effects of temporal order can be nat-
urally explained within a counterfactual framework. Accord-
ing to counterfactual theories, causal judgments are influ-
enced by the counterfactual possibilities that people consider
(Gerstenberg et al., 2017, 2021; Icard et al., 2017; Krasich
et al., 2024; Quillien, 2020). And people are more likely
to consider counterfactual alternatives to some events rather
than others (Byrne, 2016; Kahneman & Miller, 1986). Some
factors, moreover, tend to affect people’s tendency to con-
sider certain counterfactuals (Byrne, 2016). In particular,
people tend to consider counterfactual alternatives to more
recent events relative to those that happened earlier in time
(Byrne, 2016; Byrne et al., 2000; Henne et al., 2021; Segura
et al., 2002; Walsh & Byrne, 2004).

With these assumptions, counterfactual models can ex-
plain temporal ordering effects in causal judgment. In partic-
ular, Henne and colleagues (2021) showed that a recency ef-

fect in counterfactual reasoning can parsimoniously explain
why causal judgment sometimes exhibits a recency effect and
sometimes a primacy effect and in what circumstances they
do so. Generally, it seems that counterfactual accounts can
explain effects of temporal order on causal judgment (see
also Henne, 2023; Ziano and Pandelaere, 2022; for back-
ground on temporal effects in causal judgment see Hart and
Honoré, 1985; Hilton et al., 2010; McClure et al., 2007;
Spellman, 1997).

Recent work also suggests that double prevention cases
might actually be consistent with a counterfactual frame-
work, despite the arguments we reviewed earlier (Henne &
O’Neill, 2022; O’Neill et al., 2022). According to recent
computational models, people make causal judgments by i)
considering several counterfactual alternatives to what hap-
pened and then ii) assessing how much the outcome depends
on a given cause across these counterfactual possibilities
(Icard et al., 2017; Quillien, 2020). These models can ex-
plain people’s causal judgments in double-prevention cases
(Henne & O’Neill, 2022; O’Neill et al., 2022). Notably, they
can explain why people often view the productive cause as
more causal than the double preventer. Consider, for exam-
ple, the productive cause like Pam throwing the ball at the
window. The productive cause is always necessary for the
outcome; for instance, if Pam had not thrown the ball at the
window, the window would not have shattered. The double
preventer like John falling into Tom, however, is not neces-
sary for the outcome in the same sense; in an alternative pos-
sibility where there is no possible prevention, the outcome
can happen even in the absence of the double preventer. For
example, if John had not fallen into Tom in a situation where
Tom was never able to block the ball that Pam threw, the
window could have still shattered.

With this background in mind, the new patterns of causal
judgment in double-prevention cases reported by Thanawala
and Erb (2024) might be consistent with a counterfactual ac-
count of human causal judgment. In order to test our hy-
pothesis formally, we explore the predictions of a computa-
tional model of causal judgment, the Counterfactual Effect
Size model (Quillien, 2020; Quillien & Lucas, 2023), in the
context of Experiments 3 and 4 in Thanawala and Erb (2024).
Specifically, we hypothesized that (a) temporal order does
not directly influence causal judgments, rather such effects
are mediated through counterfactual simulation, and that (b)
in particular, people are more inclined to imagine counter-
factuals to recent events rather than earlier events. By com-
paring the Counterfactual Effect Size model to modified ver-
sions of the model, we provide independent support for both
of these hypotheses.

Model

Thanawala and Erb (2024) asked participants to read vi-
gnettes about the following story. Anna puts a package on
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a conveyor belt that leads to a shipping dock. Further down
on the conveyor belt there is a scanner that would block the
package from reaching its destination because the package
does not have the required label. Brad turns on the scanner.
Clara disconnects the scanner from its power outlet, prevent-
ing it from preventing the package from reaching its destina-
tion. The package then reaches its destination.

We refer to Anna’s action as the productive cause (C),
Brad’s action as the possible preventer (P) and Clara’s ac-
tion as the double preventer (D). We also use the variable
A to refer to the actualization of the possible preventer—
that is, the counterfactual event where Brad successfully
blocks the package. Finally, the outcome variable E repre-
sents the package successfully reaching its destination. Al-
though Thanawala and Erb (2024) asked participants about
the causal role of agents, we assume that A, P, and D rep-
resent events. On this assumption, D is the event of Clara
disconnecting the scanner.1 The causal structure is illustrated
in the graph below where events that actually happened are
in blue and where lines with nodes at the end represent pre-
vention relationships:

D

P A

EC

In their experiments, Thanawala and Erb (2024) manipu-
lated the temporal order of events in the double-prevention
case above. For example, in the PCD condition, the possible
preventer, P, happens first (Brad turns on the scanner); then
the productive cause, C, happens (Anna puts the package on
the conveyor belt); then the double preventer, D, happens
(Clara disconnects the scanner); and then the outcome, E,
happens (the package successfully reaches its destination).
Thanawala and Erb (2024) tested the following orderings:
PCD, PDC, CPD, and CDP.

Overview of the model

We will explore the predictions of a counterfactual com-
putational model of causal judgment called the Counterfac-
tual Effect Size (CES) model. The CES model assumes that
people make causal judgments by simulating counterfactual
alternatives to what happened and then computing a measure
of effect size that quantifies how much changing the value of
a potential cause changes the value of the outcome across the

imagined counterfactual alternatives (Quillien, 2020; Quil-
lien & Lucas, 2023). On the CES model, the double preven-
ter caused the outcome to the extent that, across the counter-
factual alternatives that people imagine, there is a high corre-
lation between the double preventer happening and the out-
come happening. For instance, Clara disconnecting the scan-
ner caused the package to reach its destination to the extent
that there is a high correlation between Clara disconnecting
the scanner and the package reaching its destination across
the counterfactual alternatives that people imagine.

Effect size measure

We consider a distribution S over counterfactuals worlds,
which can be constructed by sampling possible worlds from
the following generative process (see Henne & O’Neill,
2022):

C ∼ S(C)
P ∼ S(P)
D ∼ S(D)
A := P ∧ ¬D

E := C ∧ ¬A

In words, the first three lines state that we stochastically
sample C, P, and D (see below), and the last two lines are
structural equations that determine the values of A and E as
a function of the value of their causes (Pearl, 2009).

From this distribution S over counterfactual worlds, we
can compute a measure of causal strength quantifying the ex-
tent to which an event X caused the outcome E. In a double-
prevention case, the causal strength κX→E of event X is equiv-
alent to the correlation between X and the outcome E, across
counterfactual worlds (O’Neill et al., 2022; Quillien, 2020).

Determinants of counterfactual sampling

Variables C, P and D are exogenous in the sense that they
do not depend on the values of other variables. In the CES
model, an exogenous variable X is sampled according to its
sampling propensity S(X):

X ∼ S(X)

where S(X) depends on the actual-world value of X and its
normality, Pr(X).2 That is, each time we sample X we either

1This is a standard assumption in the causal modeling litera-
ture (see also Kominsky & Phillips, 2019; Samland & Waldmann,
2016).

2The normality of an event is a function of its statistical prob-
ability, but it can also be sensitive to other factors such as its con-
formity to prescriptive or functional norms (see Icard et al., 2017;
Kominsky & Phillips, 2019). Here, we do not model these factors
explicitly. Instead, we infer normality parameters from participants’
causal judgments.
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keep the value it has in the actual world with probability st,
or we re-sample it from a prior distribution Pr(X). Formally:

S(X = x) = stδ(x) + (1 − st)Pr(X = x)

where δ(x) = 1 if X = x in the actual world and 0 other-
wise (Lucas & Kemp, 2015; Quillien & Lucas, 2023; Quil-
lien et al., 2023).

To implement our assumption that temporal ordering
might influence counterfactual simulation, we let the stabil-
ity parameters st depend on the temporal order of the event.
Specifically, we assume that the first, second, and third events
in a scenario have stability parameter s1, s2, and s3, respec-
tively. Stability parameters determine the probability that the
model will leave a variable at the value it has in the actual
world rather than re-sampling a counterfactual value. So, the
greater the stability, the more likely the value of a variable
will remain unchanged. Our hypothesis is that people tend
to imagine events that happened earlier in time happening
just as they did and that people tend to imagine more recent
events happening differently.

We treat Pr(X) and st as free parameters. By hypothesis,
participants should be more likely to re-sample recent events
such that s1 > s2 > s3. Inferring the stability parameters
st from the data allows us to test this hypothesis. We model
Pr(X) as a free parameter because it was not manipulated or
measured in Thanawala & Erb’s experiment. Importantly, we
set the values of all parameters to be fixed across conditions.
For example, the value of Pr(D) is the same in all conditions–
regardless of whether D was the first, second, or third event–
and the value of s2 is the same whether the event is C, P,
or D. In this way, the model cannot arbitrarily account for
differences across conditions by adjusting parameters.

Methods

We fit the CES model to the combined data from Ex-
periment 3 and 4 in Thanawala and Erb (2024) using the
cmdstanr interface to the probabilistic programming lan-
guage Stan (Gabry et al., 2024; Stan Development Team,
2024). We sampled 10,000 iterations across four chains of
Hamiltonian Monte-Carlo. We used an ordered probit likeli-
hood to map model-produced judgments to the ordinal scale
of the data.

We chose uniform priors over the prior probability of each
event (Pr(X)), standard normal priors on the logit-scaled sta-
bility parameters of each event (st), and standard normal pri-
ors on the ordered probit intercepts. For all parameters, we
report posterior medians and 95% credible intervals.

We fit three models to the data. The full CES model in-
cluded a time-dependent stability parameter as we described
above. In addition to this model, we fit two alternative mod-
els. The purpose of these alternative models is to determine
whether simpler assumptions than our full model can explain
these data. These models are also built with the CES model

at their core, but they make different assumptions about the
effect of temporal order.

First, we fit a primacy model in which the stability pa-
rameters were not allowed to decrease with recency such that
s1 ≤ s2 ≤ s3. In other words, the primacy model assumes that
people are more likely to simulate counterfactual alternatives
to earlier events rather than more recent events (or that tem-
poral order does not affect counterfactual simulation). We
include this model because it provides an alternative to our
hypothesis that people prefer to imagine alternatives to re-
cent events. If the primacy model accounts for the data less
well than the full model, this would suggest that a prefer-
ence for simulating alternatives to recent events is necessary
to explain the pattern of people’s causal judgments in these
cases.

Second, we fit a bias model in which temporal recency
exerted a direct effect on causal judgments rather than an
indirect effect on counterfactual simulation. Specifically, in
this model the actual causal strength of each event was ad-
justed by the temporal order t of the event such that κ∗X→E =

κX→E + βt, where β is a free parameter. Under this structure,
positive values of βwould indicate that people have a general
preference to identify recent events as causes. To remove the
indirect effect of temporal recency on counterfactual simu-
lation, we fixed the stability parameters in this model over
time (i.e., s1 = s2 = s3). Overall, the bias model assumes
that while participants may be more inclined to identify re-
cent events as causes of an outcome, this tendency is due to a
response bias instead of an influence on counterfactual simu-
lation. We included this model to test whether counterfactual
reasoning is necessary to explain the effect of temporal order.
So, if the effect of temporal order on causal judgments is in-
deed mediated by counterfactual thinking, this model should
also make worse predictions than the full CES model.

R code for analysis is available on the Open Science
Framework at https://osf.io/acmsh/?view_only=
381b9166ab524596bd07ba15fb0ee976.

Results

Parameter estimates

As predicted, the best-fitting values of the stability param-
eters st for the full CES model decreased with recency (s1
= .92, 95% CI = [.83, .97]; s2 = .71, 95% CI = [.62, .79];
s3 = .17, 95% CI = [.07, .31]; see Figure 1). This pattern
is consistent with the hypothesis that participants were more
likely to simulate counterfactual alternatives to recent events
relative to earlier events.

In the primacy model, best-fitting values of st saw a mod-
est increase with recency (s1 = .03, 95% CI = [.01, .05], s2 =

.03, 95% CI = [.02, .06], s3 = .26, 95% CI = [.17, .37]). The
bias model estimated that participants had a general tendency
to rate recent events as more causal (β = .27, 95% CI = [.22,

https://osf.io/acmsh/?view_only=381b9166ab524596bd07ba15fb0ee976
https://osf.io/acmsh/?view_only=381b9166ab524596bd07ba15fb0ee976
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Model Parameter Posterior Estimate

Full Pr(C) .87 [.69, .97]
Pr(D) .68 [.35, .92]
Pr(P) .09 [.01, .24]

Primacy Pr(C) .99 [.97, 1.00]
Pr(D) .003 [.0002, .02]
Pr(P) .61 [.45, .76]

Bias Pr(C) .61 [.19, .92]
Pr(D) .28 [.02, .77]
Pr(P) .57 [.08, .95]

Table 1

Posterior medians and 95% credible intervals of the prior
probability parameters from each model. Actual sampling
probabilities were computed as a linear combination of these
prior probabilities and the actual-world values of events
weighted by stability (see section: Determinants of counter-
factual sampling).

.32], s = .53, 95% CI = [.18, .85]). Parameter estimates of
prior probabilities for each model are listed in Table 1.

Model fit

We found that the full CES model can account for the ef-
fect of temporal order on causal judgment across conditions,
while the alternative models cannot (see Figure 2). We as-
sessed model fit in two ways. First, we computed the item-
wise Pearson correlation coefficient between model predic-
tions and average participant judgments. Second, we com-
puted the expected log pointwise predictive density using ap-
proximate leave-one out cross-validation (elpd_loo, see Ve-
htari et al., 2017). This measure naturally controls for model
complexity and, therefore, penalizes models with more free
parameters.

The full CES model made predictions that qualitatively
matched the data well (r(6) = .88, 95% CI = [.83, .92],
elpd_loo = -3802.4, SE = 32.3). In all four conditions, it
estimated higher causal judgments for the factor preferred
by participants.

The primacy model provided a less complete description
of the data (r(6) = .64, 95% CI = [.56, .71], elpd_loo = -
3828.2, SE = 31.9, ∆elpd_loo = -25.9, SE = 8.4). In particu-
lar, it predicted that participants would prefer the double pre-
venter as the cause of the effect in all four conditions. While
this prediction was accurate in the PCD and CPD conditions,
it was inaccurate in the PDC and CDP conditions.

Finally, the bias model also provided a less complete de-
scription of the data than the full CES model (r(6) = .81, 95%
CI = [.79, .81], elpd_loo = -3812.4, SE = 32.1, ∆elpd_loo =
-10.0, SE = 6.5). While the bias model made accurate pre-
dictions in most of the experimental conditions, it incorrectly
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Figure 1

Posterior distributions over the stability parameters from the
full CES model. Although they were unconstrained during
model fitting, the stability parameters decrease with time,
suggesting that people are more inclined to simulate counter-
factuals to recent events. Points indicate posterior medians
and errorbars indicate 95% credible intervals.

predicted that participants would prefer the double preventer
as the cause of the effect in the CDP condition.

Interpretation

There is an intuitive explanation for why the full model
makes the predictions it does. Consider first the PCD and
CPD condition, where the full model predicts that the double
preventer is the most causal event. In these conditions, the
double preventer, D, happens after the productive cause, C.
Because the productive cause happens early, the model rarely
re-samples it when simulating counterfactuals. By contrast,
the model often re-samples whether the double preventer
happens because it happens more recently (Figure 3). And
when the doubler preventer does not happen, the outcome
is prevented from happening. Across these counterfactuals,
there is, therefore, a high correlation between whether the
double preventer happens and whether the outcome happens
that accounts for the higher causal judgments about the dou-
ble preventer.

To see this clearly, consider the CDP ordering. In the CDP
condition, the possible preventer, P happens last, and, there-
fore, the model has a high tendency to re-sample whether
the possible preventer happens (Figure 3). This means that
in many counterfactual alternatives, the possible preventer
does not happen (for instance, Brad does not try to start the
scanner). Therefore, it does not matter whether the double
preventer, D, happens or not because the outcome, E, hap-
pens frequently in scenarios where it is not prevented by P.
For instance, it does not matter whether Clara disconnects
the scanner or not because people tend to imagine Brad not
trying to start the scanner and the package will just arrive at
its destination in those scenarios. So, across counterfactu-
als, there is a relatively low correlation between the double
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Figure 2

Posterior contrasts of mean causal judgment by factor from each model (color) alongside average human causal judgments
(black shading) from Thanawala and Erb (2024). Positive values indicate preference for the productive cause (C), and negative
values indicate preference for the double preventer (D). Points indicate posterior medians and errorbars indicate 95% credible
intervals. Shaded black regions depict human judgments (contrasts from a fully parameterized ordinal regression model with
factor, condition, and their interaction as predictors). Conditions are labeled according to the temporal ordering of events.
For instance, in the PCD condition, the possible preventer (P) is first, the productive cause (C) is second, and the double
preventer (D) is third.

preventer and the outcome, which accounts for the relatively
lower causal judgments about the double preventer in this
case. Note that by contrast, the bias model is incapable of
explaining people’s judgments in the CDP condition because
it predicts that the double preventer should be more causal
than the productive cause. The bias model makes this pre-
diction because it infers that people have a general tendency
to view recent events as more causal.

Interestingly, our parameter estimates suggest that people
tend to imagine the possible preventer not happening more
than they imagine the other two events not happening. This
tendency might reflect a bias to think of counterfactual situ-
ations where elements of a system function as they are sup-
posed to function (see Hitchcock & Knobe, 2009; Kominsky
& Phillips, 2019). In the story used by Thanawala and Erb
(2024), the package sent by Anna should ideally reach the
shipping dock, given the way the shipping facility is sup-
posed to work. Because preventing that outcome would de-
viate from the normal functioning of the shipping facility,
participants might be inclined to think that normal possibili-
ties are those in which the possible preventer does not happen
(e.g., possibilities in which the scanner that would block the

package does not turn on). Empirical tests of this explanation
are a fruitful direction for future research.

Discussion

Thanawala and Erb (2024) found that the temporal order
of events in double prevention cases affect people’s causal
judgments. These data are relevant to an ongoing debate in
causal cognition about whether double prevention scenarios
show that people have several concepts of causation or just
one (for discussion, see Henne, 2023).

One side of this debate suggests that counterfactual mod-
els explain people’s causal judgments in double prevention
cases without appealing to a plurality of causal concepts
(Henne, 2023; Henne & O’Neill, 2022; O’Neill et al., 2022).
This work relies on computational models of causal judg-
ment, according to which people consider several counter-
factual possibilities when making a causal judgment (Icard
et al., 2017; Quillien, 2020; Quillien & Lucas, 2023). Some
of these models hold that the outcome covaries more highly
with the productive cause than with the double preventer
across the counterfactual possibilities that people consider
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Figure 3

Implied sampling propensities of each event per condition
estimated by the full CES model. High values indicate a high
probability that the corresponding variable takes value 1 in
a simulated counterfactual world. Points indicate posterior
medians and errorbars indicate 95% credible intervals. Note
that these sampled probabilities were not fitted independently
from each other; they were computed as a linear combination
of the corresponding normality and stability parameters (see
Figure 1 and Table 1).

in standard double-prevention cases. This fact explains why
people often view the productive cause as more causal than
the double preventer (O’Neill et al., 2022).

Here, we find that this counterfactual account can also
explain the new effects of temporal order reported by
Thanawala and Erb (2024). Analyzing these data using a
computational approach, we find that participants appear to
preferentially simulate counterfactual alternatives to recent
events—a result that parallels existing empirical findings in
counterfactual reasoning (Byrne et al., 2000; Henne et al.,
2021; Segura et al., 2002; Walsh & Byrne, 2004). Given this
recency effect in counterfactual simulation, a recent counter-
factual model of causal judgment, the CES model, can repro-
duce all of the effects of temporal order found by Thanawala
and Erb (2024).

These results bolster the counterfactual account of peo-
ple’s causal judgments in double prevention cases (Henne
& O’Neill, 2022). One appealing feature of this account is
that it provides a unified explanation of people’s causal judg-
ments: the same cognitive processes underlie people’s judg-
ments about the productive cause and the double preventer
(for discussion, see Henne, 2023).

Our proposal also accords with a large body of work on
counterfactual models of causal judgment. Counterfactual
theories like the CES model are supported by empirical find-

ings outside of the context of temporal order or double pre-
vention (e.g. Konuk et al., 2023; Morris et al., 2019; Quil-
lien & Barlev, 2022; Quillien & Lucas, 2023). In the con-
text of double prevention, Henne and O’Neill (2022) and
O’Neill et al. (2022) have shown that recent counterfactual
models can predict the contexts in which people judge a dou-
ble preventer as less or more causal than the productive cause
of an outcome. In the domain of temporal order, Henne
et al. (2021) found that counterfactual models can explain
why people sometimes judge recent events as more causal
than early events and sometimes judge early events as more
causal. The fact that the theories in this previous work can
account for empirical data reported by Thanawala and Erb
(2024) suggests that their explanatory power naturally gen-
eralizes to novel contexts.

Because we explain people’s causal judgments in terms of
a unified process of counterfactual reasoning, our results ac-
tually bolster Thanawala & Erb’s challenge to Lombrozo’s
(2010) causal pluralist account. We note that Lombrozo
(2010) herself suggests an alternative, non-pluralist account
of causal judgment in the discussion of her original paper.
According to her exportable dependence view, people favor
causes that would have led to the outcome even if the back-
ground circumstances had been different (Lombrozo, 2010).
According to this view, people attribute less causal respon-
sibility to double preventers because double preventers will
bring about an outcome less reliably than a productive cause
(Lombrozo, 2010). In fact, the CES model was partly in-
spired by the exportable dependence view, and can be seen as
a computational implementation of the idea (Quillien, 2020).
From this perspective, our findings accord with some of the
ideas put forward in Lombrozo’s original paper.

Our account, moreover, is consistent with some of
Thanawala and Erb’s 2024 general perspective. In their
work, they suggest that their acount can be viewed as a
process-grounded dependency theory in which “process-
based considerations (e.g., the order in which each character
acts)” guide the generation of possible worlds (Thanawala
& Erb, 2024, p. 13). On our counterfactual account, tem-
poral order guides the generation of the alternative possibil-
ities that people consider such that people are more inclined
to consider alternative possibilities to recent events relative
to those that happened earlier in time. From this perspec-
tive, recent counterfactual models do not eliminate all the in-
sights of causal pluralism; some process information impacts
causal judgment, but this role is mediated by counterfactual
thinking (Henne, 2023). As such, the counterfactual account
we discuss here rejects causal pluralism’s claim that there
are two different concepts of causation, while allowing for
process information to affect causal judgments.

Thanawala and Erb also argue that people’s causal judg-
ments in double-prevention cases might depend on whether
people mentally represent the possible preventer as capable
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of posing a threat to the outcome (Thanawala & Erb, 2024,
p. 13). In the PDC case, for instance, Clara disconnects the
scanner before the package has even been put on the con-
veyor belt (i.e. she disables the possible preventer before the
productive cause happens). In such a situation, the threat
of the possible preventer seems remote, so people might not
consider it a threat at all. And this consideration might ex-
plain why people do not ascribe much causal responsibility
to the double preventer—the double preventer is ineffective
(Thanawala & Erb, 2024).

This view is slightly different from our proposal, but it
is conceptually similar. Within our counterfactual frame-
work, this conjecture could be implemented by assuming that
participants in the PDC condition, for instance, tend not to
imagine the successful prevention of the scanner blocking
the package. In imagined scenarios that lack the successful
prevention, the outcome would happen whether or not the
double prevention happened. So, the double preventer will
only be weakly correlated with the outcome across imagined
possibilities. On our account then, this tendency not to imag-
ine the successful prevention would explain participants’ re-
luctance to see the double preventer as a cause in such cases.

The main difference between Thanawala and Erb’s (2024)
account and ours is that they focus on whether people rep-
resent a relation between two variables (whether the possi-
ble preventer P is a possible threat to the outcome E), while
we focus on how people simulate individual variables. Our
approach is convenient for modeling how temporal informa-
tion influences counterfactual simulation (Byrne et al., 2000;
Henne et al., 2021; Segura et al., 2002; Walsh & Byrne,
2004), but Thanawala and Erb (2024)’s alternative proposal
remains a fruitful direction for future research.

Notably, Thanawala and Erb (2024) also argue against a
counterfactual interpretation of their data on the basis of their
participants’ answers to a comprehension question. In their
experiments, they asked participants whether the outcome
would still have happened in the absence of the productive
cause, and participants overwhelmingly answered (correctly)
that it would not have. And participants answered in this way
even in conditions where they assigned low causal ratings to
the productive cause. Thanawala and Erb (2024) take this
finding to be evidence against a counterfactual account.

This finding may be inconsistent with simple counterfac-
tual theories, but it is perfectly consistent with more sophisti-
cated, recent accounts (Icard et al., 2017; Quillien, 2020). On
these accounts, an event that is necessary for the outcome, for
instance, can still have low causal strength if it is not robustly
sufficient for the outcome (i.e., if there are many counterfac-
tual possibilities where the event happens and the outcome
does not; Icard et al., 2017; Quillien, 2020). In the PCD con-
dition, for example, our model assigns a low causal rating to
the productive cause because it simulates many counterfac-
tual possibilities where the productive cause happens but the

outcome does not (because the double preventer is absent).
Crucially, the model gives a low causal rating to the produc-
tive cause even though it correctly represents the fact that the
outcome would not have occurred in its absence. As such,
more recent counterfactual models are consistent with this
finding.
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